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Abstract

The application of Genetic Algorithms (GAs) to the automated design of artificial neural networks has received much attention in recent years. A number of common network models have been studied. This paper presents empirical results on the application of GAs to the Probabilistic RAM (pRAM) network model. Pattern recognition tasks are presented to the pRAM networks. These results are compared with those using Simulated Annealing (SA) as well as the reinforcement learning algorithm originally proposed for pRAM networks. We found that both SA and GA do not perform as well as the reinforcement learning algorithm. Nevertheless, GA is able to achieve an average recognition rate of 83.78% at the expense of long running time.

1 Introduction

There is increasing interest in the application of machine learning algorithms to assist with design and training of neural networks. One common technique is the use of Genetic Algorithms (GAs) [7], in which a population of individuals in a parallel search for a goal solution. Related techniques include Simulated Annealing [9].

The pRAM [1] is a stochastic artificial neuron with similarities with biological neurons. Although pRAM networks are not as widely studied as the other common network models, various applications of them have been widely published [2, 3, 6]. A significant advantage of pRAM networks over some other neural networks is their ease of implementation in hardware. Learning in a pRAM network, like the other network models, is achieved by performing an iterated training process using a learning rule. In particular, a reinforcement learning algorithm has been proposed that can be implemented in hardware [2]. A hardware chip module with 256 pRAMs has been designed and fabricated. The latest version can communicate with 4 other modules, and allows a network with more than 1000 neurons to be built.

The main objective of this study is to gain insight into the applicability and effectiveness of GAs to pRAM network training. For comparison purpose, both simulated annealing and the original reinforcement algorithm are also used.

Section 2 of this paper gives an introduction to the characteristics of pRAM network models with emphasis on the learning algorithm. Pattern recognition tasks are used in the experiments and a brief description can be found in section 3. The following two sections give the details of the simulated annealing and GA techniques studied. Simulation results are given in section 7. We conclude with a discussion of the usefulness of the two algorithms in the design of pRAM networks.
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Figure 1: Block diagram of a pRAM.

Figure 2: Typical setup for using a pRAM network. For $y$ input patterns of $m \times n$ matrix, the number of pRAM at the input layer is equal to the number of columns $n$ at the input matrix and the type of pRAM depends on the number of rows $m$. The number of pRAM at the output layer is equal to the $z$ where $2^z$ is equal to the number of input patterns to be presented and the type of pRAM depends on $n$.

2 Learning in pRAM networks

A pRAM is a biologically-inspired neuron model that exhibits nonlinear stochastic behaviour similar to a biological neuron [2]. The output of the pRAM is a stochastic spike train signal of ‘1’s and ‘0’s.

The pRAM (figure 1) consists of a number of memory locations $y$ that each contain a firing probability $a_m$. An $n$-bit binary vector input to the pRAM is decoded as the address of one of the $2^n$ memory locations. To determine if the pRAM will “fire”, the probability is retrieved, and it is added to a random number of the range $\{0,1\}$. If the sum is bigger than 1, the output $a$ of the pRAM will be ‘1’, or said to have “fired”; otherwise, $a$ will be ‘0’. Because of the stochastic nature, if a real number is needed the output of a pRAM is averaged for a number of cycles (say, 500) using the same input pattern. The resultant real number is similar to a probability of that pRAM neuron firing in reaction to the input pattern.

A pRAM unit with $n$ input lines is called an $n$-input pRAM and its total number of memory locations is $2^n$. A pyramidal pRAM network (figure 2) consists of a number of pRAM units connected in a fashion similar to a feedforward net. A pyramidal pRAM network aligns pRAM units into layers and connections are made between pRAMs in different layers.

A reinforcement learning algorithm has been proposed for the pRAM [1]. It has been shown [6] that a variant of this learning algorithm is particularly good at handling noisy data. The rein-
Forcing learning rule gives the change in the firing probability \( \alpha_{\mathbf{u}} \) for memory locations \( \mathbf{u} \) is

\[
\Delta \alpha_{\mathbf{u}} = \rho \gamma (a - \alpha_{\mathbf{u}}) r + \lambda (\gamma - \alpha_{\mathbf{u}}) p \times \delta_{\mathbf{u}, i}
\]

where \( a \) is the state of the pRAM output, \( \gamma = 1 - a \), \( \rho \) and \( \lambda \) are parameters that determine the training rate, \( r \) and \( p \) are the reward and penalty signal respectively (\( r, p \in \{0, 1\} \)). In a somewhat similar way to error back propagation \([10]\), the contents of the memory locations that contributed towards the production of the output receive some adjustment. This tends to force these memory locations to adopt a value which is favourable towards producing the target outputs, and is guaranteed by the Kronecker delta \( \delta_{\mathbf{u}, i} \) \([1]\).

3 The Pattern Recognition Tasks

Pattern recognition tasks have been used in \([1, 2, 6]\) to test the performance of the pRAM, with both noise-free and noisy patterns. For the purpose of this study, no noise is used during training.

3.1 Symbol Recognition Task

For the symbol task \([2]\), four images on a 5 by 5 matrix (figure 3) were used to train a pyramidal pRAM network. The network has five pRAM units in the input layer and two in the output layer giving a 2-bit binary output from the network. All the pRAM units have five input lines. Since five bits can address \( 2^5 = 32 \) different locations, there are a total of \( 5 \times 2^5 + 2 \times 2^5 = 224 \) memory locations in the network. Since each memory location contains an adjustable probability value, there are 224 adjustable parameters in this network.

3.2 Digit Recognition Task

Similarly, for the digit recognition task \([1]\), ten digits are represented on 7 by 5 matrices as shown in figure 4. The patterns are presented to a pyramidal pRAM network with five 7-input pRAM units in the input layer and four 5-input pRAM units in the output layer giving a 4-bit binary output. As not all the 16 possible bit patterns out of four bits were used, the desired output was designed so that it is equally probable to have a ‘1’ or a ‘0’ in any position. The pRAM units in the input layer are connected to all those in the output layer. The number of memory locations in the network is \( 5 \times 2^5 + 4 \times 2^5 = 768 \).

4 Simulated Annealing

Simulated Annealing is a search technique that performs stochastic hill-climbing around a single point in the space of probable solutions (see figure 5). Initially, a random point is chosen, and it becomes the reference point. Next a new point is chosen randomly within a neighbourhood
1. Generate a random string $x$
2. Initialise the starting temperature to $T(0)$
3. Evaluate the string $x$ by a function $f(x)$
4. Make a copy of $x$ giving $x'$
5. Create a new string $y$ by randomly adjusting a segment of $x'$
6. Evaluate $y$ by a function $f(x)$
7. if $f(y) > f(x)$
   Discard $x$ and make $x$ becomes $y$
   else
   $x$ becomes $y$ with probability $e^{(f(y)-f(x))/T}$
8. if number of iterations exceeds the predefined counter change temperature $T := r \times T$, where $r < 1$; and reset iteration counter to zero
9. Repeat steps 4-8 until $T < T(\ast)$

Figure 5: Outline of the Simulated Annealing (SA) algorithm

of the reference point. This new point will become the new reference point either when it gives better result than the previous one, or stochastically otherwise. The probability of accepting a poorer point is controlled by the difference in performance between the two solution on hand and a temperature parameter which is progressively decreased. The gradually decreasing nature of the temperature makes it increasingly difficult for a poor performing point to be accepted. In theory, if allowed to run sufficiently slowly, SA is guaranteed to find the global optimal solution. However, for practical reasons, the search process cannot be run infinitely. Therefore, only a near-optimal solution is expected.

At each step, a neighbouring point is chosen by choosing a number (parameter) from the string, and adding or subtracting a small value to it. Protection against generating an invalid number outside the upper or lower bound is included in the algorithm which is the same as the mutation operation in the GA run to be described below. Details of the mechanism can be found in [8].

5 Genetic Algorithms

Genetic Algorithms (GAs) are machine learning algorithms based on ideas of survival-of-the-fittest and reproduction, borrowed from nature [7].

Typical combination of GAs and neural networks include the use of a GA as a connection weight training rule (in place of, say, error back propagation), a GA to determine the connectivity of a network which is subject to training by another learning rule, or both [12]. Work in these areas has studied both feedforward and recurrent multi-layer perception networks. This paper details our work using GA with pRAM networks.

Any problem to be tackled using GA must be translated into a string, or chromosome. Each slot in the string, or gene, represents a parameter in the problem to be optimised.

Evolving the probability value for all the pRAM units in a pRAM network is a challenging task for GA. This size of the solution space increases exponentially with the size of the string (i.e. as the number of parameters increases). The time needed to search the solution space thus increases with the chromosome size. For example, with a binary representation with strings of length $l$, the solution space equals to $2^l$. While binary digits are commonly used in GA strings, in this work real numbers are used since each memory location contains a probability value the range $\{0,1\}$. If we were to use binary digits we would have to convert between the binary representation and
1. Generate randomly a population of $n$ strings
2. Evaluate all the strings in the population using $f(x)$
3. Copy the best $m$ strings to the new population
4. Select the best two individuals
5. From strings selected at 4, produce two new strings using crossover
6. Perform mutation on the new strings
7. Evaluate the new strings
8. Copy the new strings to the new population
9. Repeat steps 4-8 until the remaining $(n-m)$ positions are filled up
10. Repeat steps 3-9 until all the strings gives the same result or when the maximum number of iterations allowed is reached

Figure 6: Outline of the Genetic Algorithm (GA)

the floating point number equivalent. Moreover, it has been reported [8] that a floating point representation produces results more quickly when it is used with appropriate specialised genetic operators.

The GA used here is similar to those described elsewhere [4, 5]. The genetic operations include Selection, Crossover, and Mutation (See figure 6 for the steps in detail). Selection is based on a fitness value associated with each string. The probability of a string being chosen is equal to its fitness relative to the total fitness of the population, and any string can be chosen more than once. This selection method is called roulette wheel selection that assign probability of being selected according to the individual’s fitness relative to the sum of the fitness of all the individuals in the population. It is clear that there is a bias towards the better strings, i.e. those with higher fitness.

New strings, or offspring, are usually produced by copying part of the content of one parent - the selected strings, and fill the remaining gap from the other parent. The second offspring is formed similarly but picking up the remaining sub-strings. This process is called crossover and there are a number of different crossover schemes: the main difference between these is the number of sub-strings into which a parent is divided. In the experiments performed here, uniform crossover [11] is used, where crossover is independently decided on a gene-by-gene basis. This is to ensure maximum randomness in producing the new strings and thus maximum exploration into the solution space. In other words, it allows maximum disruption in the pairing up of ‘good’ genes. As the string size in the experiments are quite long, randomness is preferable in order to introduce diversity to the pool of strings.

Finally, the new strings are subjected to minor changes by a mutation operation so as to search the neighbourhood a feasible solution in close range. The one used here is dynamic mutation [8] which operates as follows. For a single gene $x_i$ chosen at random from the chromosome $x = (x_1, x_2, \ldots, x_i, \ldots, x_n)$, a random binary digit is generated. A new gene, $x_i^*$, is formed according to

$$ x_i^* = \begin{cases} x_i + \nabla(t, UB - x_i) & \text{if the random digit is 1} \\ x_i + \nabla(t, x_i - LB) & \text{otherwise} \end{cases} $$

where $LB$ and $UB$ are lower and upper bound on $x_i$, i.e. $LB \leq x_i \leq UB$ ($LB = 0$ and $UB = 1$ in this study). The function $\nabla(t, v)$ is defined by

$$ 0 \leq \nabla(t, v) = v \* (1 - R^{(1-t/t_{max})^k}) \leq v $$
<table>
<thead>
<tr>
<th></th>
<th>5 x 5</th>
<th></th>
<th>5 x 7</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random</td>
<td>SA</td>
<td>GA\textsubscript{400}</td>
<td>Reinf</td>
</tr>
<tr>
<td>mean</td>
<td>25.0</td>
<td>62.75</td>
<td>78.49</td>
<td>99.55</td>
</tr>
<tr>
<td>s.d.</td>
<td>-</td>
<td>15.59</td>
<td>10.26</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table 1: The Recognition Rate (%) for the Digit Recognition Tasks

where $R$ is a uniform random number in the range \{0,1\}; $b$ determines the degree of dependency on the iteration number; $t$ is the current cycle number; and $t_{\text{max}}$ is the maximum number of cycles to be performed.

In order to preserve ‘fitter’ strings in a generation, not all of them are replaced by new strings in the next generation. The best performing strings are copied directly without change to the next generation, leaving the rest places to be filled by the new strings. This scheme is called a generation gap [4].

6 Experimental Setup

6.1 Simulated Annealing

For the purpose of this simulation, the string contains floating point numbers within the range of \{0,1\}. This is to keep in line with the representation scheme used in the GA tested here. Binary digits were also tried but results suggest that neither shows significant advantage over the other.

Experimental results suggest that SA is very sensitive to the initial temperature value $T(0)$. If the initial temperature is too high, it may cause the SA algorithm to accept almost all the points as new reference point. In contrast, if the temperature is too low, it may make it difficult to swap over to another point. In the experiments performed, the starting and ending temperatures are set to 0.01 and 0.00001 respectively with a reduction factor of 0.9 every 500 cycles. The performance measurement is the recognition rate which is in the range \{0,1\} (shown as percentage of recognition in Table 1).

6.2 Genetic Algorithms

In most of the experiments performed, the population size is 400. As the chromosomes are very long (244 or 768 real-valued parameters), a large population is used here to try to provide sufficient diversity. The probability of performing crossover and mutation are set to 0.75 and 0.1 respectively. A generation gap of 0.3 is maintained [4]; the best performing strings (30%) of every generation are passed to the new generation, while the remaining space (70%) is filled with new strings. The fitness (performance) measurement used is the inverse of the mean squared error.

For the ’5 x 7’ task, an additional arrangement was also used in order to try to achieve better results. The population size in the second setup was increased to 1200 with crossover and mutation rates of 0.6 and 0.5 respectively. The population size and the mutation rate are set exceptionally high with the objective of introducing diversity into the population.

Experimental results are given in Table 1 under the columns GA\textsubscript{400} and GA\textsubscript{1200}.

7 Results and Discussion

In a completely random situation, the probability of producing the expected output of $q$ bits is $p = (1/2)^q$. Thus, the mean recognition rate for are 25% and 6.25% for the symbol task (two-bit output) and digit task (four-bit output) respectively. These are the lower bounds for comparing the performance of the learning algorithms to be tested. Any algorithm that learns should certainly perform better than this.

The recognition rates reported in Table 1 are averaged from 5 runs. In both cases, the GA\textsubscript{400} performed better the SA with 95% confidence. Both performed significantly better than the
minimum benchmark value (column ‘Random’) showing that some degree of learning has been achieved. However, neither of these are as good as the original reinforcement learning algorithm.

It is not surprising to find that both algorithms tested here do not perform as well as the reinforcement algorithm. The updating procedure of the reinforcement algorithm is tailored to change only those memory locations responsible for producing the output. However, both the SA and GA algorithms do not have any a priori information about the search space. Moreover, some memory locations are not used by any patterns, and it is highly probable that the SA and GA algorithms are modifying the unused location a lot of the time. This will not only prolong the search time but also mislead the algorithms when they are deciding which solution to keep or discard. Reinforcement learning is undoubtedly a more effective and efficient method.

In terms of robustness, GA not only performed better, but also is more stable (smaller standard deviation) than SA in the ‘5 × 5’ task. The drastic drop in performance for both SA and GA in the ‘5 × 7’ task might be due to the increase in the string size (768 vs 224). The GA1200 run (with population of 1200) give a result as good as 83.78% recognition rate. This indicates that there may be insufficient diversity in the GA400 setup. The drawback here is that the search time increased more than three times, and further simulations will be required to explore possible improvements in this direction.

It should be noted that the SA and GA learning algorithms are not straightforward to use since there are a number of parameters which need to be fine-tuned for best performance. This is a significant disadvantage in the use of these algorithms. Moreover, the time needed for both algorithms to find the optimal solution increases drastically with the size of the search space, making them less useful for solving bigger problems.

In order to make SA and GA to perform as well as the reinforcement learning algorithms, a priori information will have to be injected into the system. One way to achieve this is by counting the number of memory locations actually accessed by the training patterns, which is likely to be less than the total number of memory locations. This will effectively reduce the size of the string(s) used in the SA and GA search. As a result, searching will be bounded within a “subspace” where the optimal solution resides.

Another feasible direction for the GA is to adopt a radically different representation scheme. Instead of using the firing probabilities in the chromosome of a GA, these could contain paths from input layer to output layer. Only the memory locations on these paths would contain non-zero firing probabilities. This would avoid adjusting unused locations. Domain-specific information can also be learned by the GA during the run when poor performing paths are discarded. More work is needed in this direction.

8 Conclusion

We have compared Simulated Annealing (SA), Genetic Algorithms (GAs) and reinforcement learning to train pRAM networks. GAs perform consistently better than SA, particularly when a very large population is permitted.

However, neither SA or GA perform as well as the original reinforcement learning algorithm developed for pRAM networks. The main reason for this is likely to lie in the availability of domain specific information in the case of the reinforcement algorithm.

This study also indicates that both SA and GA suffer seriously when the size of the problem increases. It is not clear at this moment whether larger population size guarantees better performance. This has to be confirmed by further experiments.
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